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On MMSE Real-Time Antenna Array
Processing Using Fourth-Order Statistics
In the U.S. Cellular TDMA System

Massimiliano (Max) MartoneMember, IEEE

Abstract—The antenna array processing problem in the reverse which imply the assumption that the underlying processes
link of the current U.S. digital cellular communication system is gre all Gaussian processes. Since in a real-world scenario
studied and higher-than-second-order-statistics (HOS) baseband this assumption is rarely satisfied, the use of SOS results

processing is proposed as a possible candidate solution. The. bobti f Th f higher-th d
remarkable difference of our approach as compared to other In suboptimum periormance. 1he use of higher-ihan-second-
existing similar techniques is the idea of the minimization of Order statistics (HOS) has generated great interest in the signal
the mean squared error using fourth-order cumulants alone and processing community over the last ten years [8], [17], [19],
nonblind criteria. A recursive Jacobi total least squares algorithm mainly because of the celebrated theoretical Gaussian rejection
is used in the adaptive implementation to mitigate the effects of 5herty and enhanced identification capability. Most parts
high error variance in the estimates of the cumulants based on f th ks d ibi HOS-b d algorith for identi
sample statistics. The method is shown to be very effective in a(? _e WOrks es<_:r| Ing ad ased algorithms fior _' ent-
fast fading environment with multiple cochannel interferers. fication/deconvolution are blind and try not to exploit any
input signal knowledge. Many successful applications of HOS
were recently proposed in a multichannel setup [14]-[16].
However, since the estimation of HOS requires considerably

I. INTRODUCTION larger sample size than SOS, these blind algorithms result in
N WIDEBAND time division multiple access (TDMA) an intolerably slow convergence behavior that prevented their

systems, data dispersion can span several symbols agpalicability in practical systems. In TDMA systems (see,
consequence of frequency selective fading caused by R] example, the lS',136 standard for U.S. Ce”“"’?“ commu-
multipath propagation. The received signal is composed of tﬂgathns [,21])’ the bitstream (control data and voice ‘!a“’.‘) IS
original plus several delayed replicas, and each replica reacﬂ&an'z,ed mFo frames. Some known sequences are periodically
the antenna with different attenuation and angle of arrival, fiRNSMitted in every slot that allows the receiver to perform
addition, multiple cochannel interferers may be received at tﬂém,e synchronization, symbql t|m|n_g recovery, _and equalizer
antenna afflicted by similar impairments. Since propagatiéﬁ"'n'ng' The length of a slot including the training sequence
characteristics of the signal of interest and interference charfgd*Sually in the range 100-200 symbols, depending on the
in time due to the motion of the transmitters, it is of paramoumpe of frame, while the length of the known sequence is in
importance to employ adequate real-time signal processiﬁ@_ range 14-20 symbols. The use of _the_ known sequence
at the base-station receiver of the cellular system in ord§r ndispensable to fast start-up equalization. The method
to maintain the highest signal quality. Space-only processif posed in this work is based on the same idea mtroduce_d in
methods [23] are not effective in such an environment beca and [6] where hlgh-ordgr cur.n.ulapts were used to .derlve
intersymbol interference (ISI) cannot be compensated usi SE mgt.hods for sy;tem |dent|f|cat'|on. Here we modify the
the traditional combining architecture. Space-time filterin‘% sic intuition so that' it can be applied to the deconvolgtlgn
may result in a more efficient approach to mitigate multipafff COMPIex vector signals. Moreover, we show that it is
fading and interference caused by multiple cochannel transrﬁﬂgeed possible to .derlve a .fuIIy adapt|ye |mplementat|on
ters. On the other hand, as a consequence of the continu ﬁ§ed, on a recursive Jacob!—type algorlthm.. The paper is
decrease in the cost of digital hardware, there is today grgégamzed as follows. In Section Il, we describe the system

interest in those techniques that process digitized basebgﬁ%delfqrthe propagation channgl and the discrete-time model.
Section Ill, the set of equations necessary to solve the

samples coming from different sensors of an antenna arrg% Ut blem is derived - he adapfi
One of the possible solutions to the problem is the applicati@fconvolution problem is derived. In Section IV, the adaptive
implementation is described, while in Section V the result of

of the minimum mean squared error (MMSE) principle [2], imulat dlab hard ,
which usually results in multichannel generalizations of singlé?-OmpUter simulations and laboratory hardware experiments are

channel adaptive linear filtering algorithms. Unfortunatelf,hown for 1S-136 [21], the current digital standard for cellular

the MMSE method has limitations, despite its simpIicityf,;ommur"catlons in the United States.
because second-order statistics (SOS) alone are processed
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with a base-station with &-element antenna array, withwhere ¢$f7)m = 2=« for,ﬁl,)m + wﬁf)m. Sampling at symbol
U < K. Each element of the antenna has a digital filteate 7", we can compact the effect of the RF propagation
with L = Ly — Ly + 1 complex weights. The structure ofchannels at the input of the digital filters at baseband as
the antenna is assumed to be a uniform linear ardays

~ U
the distance between adjacent antenna elements the _ 3 B

wavelength of the signal. Multipath propagation for thk u(n) ; zm: kmjai(n = m) +m(n)

mobile transmitter can be characterized as\&h-ray channel E=1.9 ... K 1)

whosenth ray (n = 1, 2, ---, N®) is represented by(”
received delayed and attenuated replicas of the signal. Theere n(n) is Gaussian noise andy ;(m) = hy (mT)

impulse response of theth ray relative to thdth transmitter s the T-sampled impulse responséy, ;(t) = ENz ) Pﬁ”l
0 J2) . [ n= m=
can be expressed & (t) = Y0, p et il s(t =700, 0 (t— 70 ) #n m e—i2mk dlsin 617/3) | this expression,

Pr, mT n,m
wherer, o, pi)m, andy ' are delay, amplitude, and phase-,(t) is the raised cosine function with excess bandwidth
of the mth delayed signal in theth path relative to théth 0.35 obtained because we assume that the receiver filters
transmitter, whileé(t) is the delta functiott. Observe that p,..(t) at each antenna element are square root raised cosine
we are assuming for the derivation a time invariant channéiters perfectly matched to the transmitter filtexs (¢). In the
while instead usuallyﬁ{)m, pﬁf,)m, andz/;,(f,)m are time varying following derivation, vectors and matrices are bad?®, v7,
parameters. The assumption is justified in many applicatioMs”, andv# designate transposition and Hermitian for matrix
of interest, since the observation interval is often much shor@ef and vectorv, respectively. Discrete-time convolution is
than the coherence time of the channel which characterizadicated asc. Complex conjugation for scalars, matrices, and
the time-variant behavior of the propagation media. Howevarectors is indicated as*, M*, and v*, respectively, while
the adaptive scheme described in Section IV is designedtationsM]; ,,, and[v]: stand for the, m element of matrix
for time-variant channels. The complex baseband modulat®l and thekth element of vectow, respectively. To indicate
signal of thelth transmitter isn;(t) = >, ai(k)pw(t — kT), statistics estimated in a noise-free environment we will use
where a,(k) = & + jb are the complex symbolsnotation (---)snr=oo. FOr example, ifr(t) = s(t) + n(t)
defining the signal constellation used for the particular digit#there n(t) is noise ands(t) is signal of interest, we have
modulation schemg,p,..(t) is a square root raised cosingE{r(t)r"(t +7)})snrR=co = E{s(t)s™(t + 7)}.
shaping filter with roll-off factor 0.35, and’ is the signaling  In the z-domain, the transfer function (1) can be expressed
interval. The symbols are assumed to have predetermir@gfH(z) = >_;_ . H(k)>~* where the organization of the
correlation properties. The model assumed for the generatitin ;(2) polynomials (z-transforms ofh; ;(k)) in H(z) is
of the symbols isa;(n) = >, bi(m)xzi(n — m), where given by
bi(m) is a finite impulse response (FIR) filter modeling

the autocorrelation of the complex sequenegk). The i) = Hilz) o Hio(e)

statistical properties ofr;(n) are detailed later. Theth () = ” ”

transmitted signal propagated through th¢h path can ka(z) o Hiw(2)

() _ oo oDy _
bep{gpfifenﬁét%) as,’(t) ;) f_?; fn(t (t . )T)ml(T) dr = A Distortionless Reception
n I m — JET ot =T /m — . . . . .

Zm=1.p"’""e .m(t T, m )¢ . V\{herewo " To recover the input signals, a lineArinput U-output filter

27 fo is the carrier frequency. The contribution of thih ~( ) = Ly W (k)2 * with length L = Ly — Ly + 1 is
°) = k=L, ¢ =

transmitted signal propagated through titl path with angle
of arrival (DOA) 65 and phase difference727 d(sin 6 /)
from the first antenna element to thigh element can be

applied to the output of the array. The main objectivevﬂz)tz)
is to achievedistortionless receptianf we define

written (we are neglecting the additive noise)raét, 95,,1)) = } Wi1(z) -+ Wi k(2)
D D U U L D W= | e
Wy,i(z) - Wo, k(2)

LIn this model thexth ray for thelth transmitter consists QP,Q) delayed distortionless receptiomeans that
replicas of the signal with the same angle of arrival due to the scatterers nearby
the mobile. In fact, assuming the scatterers evenly spread out on a circle A P ¥ 2 =1, 2
surrounding each mobile, and assuming large distance between the mobile W(“)H(“) v ( )
and the base station, simple geometric considerations [1] can lead to th . . . . ~ .
simplification of apoint-source approximatiofor the scattering mechanism Wﬁer'e Iy isalxU 'de_nt'ty matrix. The systenW(z) is
local to the mobile, that is, we can assume tRa' delayed replicas of the €quired to be bounded-input bounded-output (BIBO) stable.
signal are received with approximately the same angle of arrival. For a certdime solution (2) is achievable only ideally. Since the input

(1) h . ) ) . ) _ ! ~ _
_number{\' : of reflections of thg!th transmitted S|gn_al, particularly reﬂectlonsSI al constellations are symmetric, the statistics of the input
in the vicinity of the base station, these assumptions are not reasonable, 3

different angles of arrival have to be considered. signals -Tz(n) r?ﬂeCt the same symmetry. Moreovesignal
reconstruction is possible only up to a constant delay, due to

2In x/4 DQPSK [21] we haver!) = &l | cos[as!)] — b)_ sin ructio _ _ .
the stationarity of the input processhe recovered signals will

2601, 50 = a0 sin[aeD]+ 50 cos[ao?], whereas!) = /4
if bit(llf)m =0 andbz?tg{)m =0, A@EQ = 3m/4if bz?t(ll,)m =1 andbitg{)m 3The same model with some marginal changes applies to the fractional
=0, Apm = —37/4 if biti,,, = 1 andbita,,, = 1, A¢m = —w/4if sampling case as well. We restrict, however, the description of the algorithm
bity m = 0 andbity ,, = 1. to the symbol-spaced case for the sake of clarity.
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be subject to a phase ambiguity, a delay, and a permutation AS3: The complex sequencds;(n)} are mutually inde-
ambiguity. The best possible result for practidatortionless pendent and are all generated by linear stable systems
receptionby means of a linear filter is

a;(n) = b;(n) x x;(n) i=1,2---,U

W(z)YH(z) = PD(2) (3)
with finite impulse responses (k) (M, < k& < Ms) of
where P is a permutation matrix and lengthM = My — M1+ 1 with b;(M7) # 0, b; (M) #0
forany¢ = 1,2, ---, U and no zero on the unit cir-
D(z) = diag{ej¢1z—"l, eit2yme ewuz—nu} cle. The cumulants ofz;(n)}, independently identically
distributed (i.i.d.) non-Gaussian processes, satisfy
with ¢; € [, 7], n; integer fori = 1, 2, ---, UU. We say that —E{xi(n)} = E{z}(n)} =0,
H(z) satisfies thelistortionless receptionondition if for 1(z) —cumlw;(n), «f(n)] = o7 > 0, only fori = L.
it exists a BIBO stabl@istortionless receptiofilter W(z). A —E{z;(n)zi(n)} = E{z}(n)z;(n)} =0, for anyi, I,
system(z) satisfies the distortionless reception condition if —cumzy, (n), z1,(n), z7,(n), z;, (n)] = v4z # 0, only
and only if [12], [13] forly =1y =13 = s

AssumptionAS2 is required to assure thdistortionless
det(H7 (7“YH(2€)) # 0, forall w € [-m, n]. (4) receptioncondition for H(z). We observe, in fact, thahS2
is equivalent to stating that thgeneralized Sylvester matrix

In the time domain, the linear filter can be written Hyp, ; of the MIMO system [4], [11] is full column rank (proof
of this fact is in [12], [13]). This implies that distortionless
K L reception linear filter exists (i.e.,H(z) satisfies thedistor-
Z Z w; ((m)y(n —m) i1=1,2, ..., U tionless receptioncondition). Observe that this assumption
=1 m=L, appears reasonable in the channel model assumption described

_ _ _ (5)_ in [21]. AssumptionAS3 generalizes the algorithm to handle
wherew; ;(m) is the filter corresponding to the polynomialcolored input processes [10] and attempts to model the fact
Wii(z). Neglecting the additive noise terms, the overajhat the source signals in practice do not satisfy the usual
impulse response is characterized by the input/output relatipfyy. assumption. This is true not only in training but also in

decision-directed mode. For example, in [21], 14 symbols at
) the beginning of any slot are dedicated to synchronization and
Z Z si,i(m)ai(n —m) =12 U eventual training. These symbols constitute comglexnding
6) seduences which satisfy particular autocorrelation properties.
r(() They only approximate the correlation shape of optistalnd-
wherea,(n) = 3 bi(m)ay(n — m) and s, 1, (ms) = S, Theyonly app correation shape ot op
ZLZ wi ((m)hy 1, (ma — m) ing sequences. Moreover, in decision-directed mode, symbols
m=Ly 71 ph 2 T . ~ coming from the digital traffic channel [21] do not satisfy the
The desired responses; = [s],s] 5,873, ---,s{ ], S ; : :
T ideal i.i.d. assumption. It is, however, extremely important to
Si, 1 = [ sy Si,l(_1)7 SZ‘J(O), 54, 1( ) ] that completely emphasize that:
restores the information signal of thih transmitter up to the 1) the alaorith q ¢ ire the | |
delay n;, can be expressed as ) the algorithm we propose does not require the impulse
response$;(n) to be known;
2) it applies with no change (only marginal modifications
in the derivation are necessary) also to the case when

=1 m

6 =1[671,605, 8 5 .8 u]",

‘ ':{( :0,0,0,--4), iFj @ a(n) can be considered i.i.d. processes, that is when
s, i=j. a(n) = xi(n).
The genericmth element of the vectob, is §(m — n,) if [ll. DERIVATION OF THE ALGORITHM

we neglect the phase shift and we force the solution not

i . . The restoration error for théh channel is defined as
to permute the input§P = I;). Our task is to design

a deconvolution filter with tapse; ;(m)l = 1,2, ---, K,

m = L1, Ly +1, ---, Ly such thats; approximates in some ci(n) = Z sz ((m)y(n —m)

senses;. I=1 m

B. Key Assumptions 237 ((n) * ai(n (8)
The fundamental assumptions necessary to develop the

algorithm are as follows. where we have neglected the contribution of the additive

» AS1:The transformation in (1) represents a stable systenpise. The usual approach is to find the weiglis; () for
+ AS2: H(z) is irreducible and H(k) # O only for k € 1=1,2,---, K,m= Ly, Li+1, ---, Ly such that the mean
[J1, Jo] (J = Ja — J1 + 1) with H(J3) full rank. squared error (MSE) is minimized. The noise-free MSE in our
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model can be expressed as Observe that the conditiofC/~y, 7} 0 of the Theorem
holds due toAS2 and AS3, while 3/ _, 5, |au, i, (k) =

, u 2 S 3k 9, i (B)[? for any g, iz € [, 2, -+, U] can be
(E{]ei(n)]” H)sNrR=oco = £ |ai(n) — Zsi,z(ﬂ) * a(n) forced in practice using independent automatic gain control
=1 (AGC) circuits.
U 2 Theorem 2: The optimum deconvolution filter associated
—FE Z Z§i7l(l{;)xl(n — k) with the minimum of the cost functiod ) (w;) satisfies
=1 k
v
=03 Y DIk (@) 2o 2 cumle () vt (=) o = ). o
=1 k b

(11)

and
wheres; (k) = [6; i((m)—s; ((m)]bi(k—m), and We have

defined in (7)6171 = [ ey (51‘71(—1), 61 1(0), 61 1(1)
that a;(n) can be written asi;(n) = 53,3 & (( aZ n— > > cumlei(n), w,(n—m), y, (n— k), 4, (n — k)] =0
m). The MSE as expressed in (9) shows that it is possible ta &

obtain some cumulant-based criteria for deconvolution whose (12)
objective is the minimization of a cost function proportional®" =12 K m= Ly Li+1- Ly i =
to (9). If we organize the weights; ;(+n) in a vector b2, UL . . . .
’ The proof of this theorem is reported in Appendix A.
Using (11), it is then true that
i = [T, W e ] o
f . . P— . T
Wi =l itla), willa 1), o0, wi(la)) 32 3 cumlon). i (n = m). (.= K). 37, (n = )

the following theorem can be proved. »

Theorem 1: The minimization of the cost function =D wiiag(ma) D> cumlyg, (n —my),
J(Z)(\Xf) I3 my 12 k

ZK " 2 Xy}kz(n—m), yll(n_k)vyh(n_k)] =0
= Z Z CUTT{GZ‘(TL), 6:(”)7 yl(n - k)v y;(n - k)]
=1 k=—oo and we can write the following equations:
with respect tow; ((k), l=1,2,---, K,k =Ly, ---, Ly is
equivalent to the mlnlmlzatlon of the noise-free mean squared K Lg
error <E{|Cv( )?})snr=oco UP to a scalar factor if W m) =" > wiy 1, (ma)el% ™ (m —my) (1)
lo=1m1=L
IC 1 1
Z Z|glly7l | _Z Z|glz,72 :—750
L=l k =1 k Ve for i, = 1, 2,,[[ L = 1,2 -,Km = L17L1+

for anyiy, iy € [1, 2, -+, U with g; (k) = h (k) = bi(k). 1> L2, Where

Proof: Using the fact thate;(n) = 31, 32 3i,u(k)
xi(n—k) 4+ noise termgsee (9)], and the noise-rejection propt(hﬂz)( )
erties of fourth-order cumulants, the cost functidf’(+w;) Dl

)
can be expressed as 2

K
, Z Z cum[a;, (n), ui (n — m), wi(n — k),yf (n — k)]

N k=
J(7)(WZ): Vi Z Z Z Z |SZ 12 | |gll lo (m k)| (“712)
lL1=1 k lIz=1 m ( )
U K 2 K B
e 3OS B 2 S S g, ()2 =3 S cumlys, (n), 05, O — ), sl — K (n — )]
lb=1 m =1 k& =1 p_ BE”)
U 2 P
= OEZZL% l(m 2= (10)
=1 m & where B{™, BS™, DI, DS are properly defined by

the region of support of the cumulants to be estimated (see
Appendix B).
Now the equations in (13) can be collected in matrix form as

where X = vy, Ef; >y lae ~(k)]2. Now it is evident from
(10) as compared to (9) that, as long &sis different
from zero, minimizingJ ) (w;) with respect tow; ;(k), | =

1,2,---, K, k = Ly,---, Ly is equivalent to minimize ‘
(E{|ei(n)*}) sNR=oo- Q.E.D. C,,,w; =c), (14)
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whereC, , is a KL x KL matrix given by « PartitonV asV = [{!* V2] whereVy, is KL x p,
-CLl L2 ... QLK Vg is KL xKL—-—p+1, Vo iSlXp, and Vs, is
By Ty by 1x KL—p+1.
C,, = vy Cuy o v,y » The minimum-norm TLS solution is
[cKL cK2 ... CEK Wi(n) = —Vi2Vh, =~V VI (Ve VE) " (15)
il il . . . .
Céj 2 (0) v (Ly — La) This algorithm includes the extensions from [22The re-
cil D1y sl ”( —Ly+1) quired SVD in the TLS solution makes the solution prohibitive
Y .. L .. in terms of computational complexity in real-time applications.
c(z z)( Li+Ls) - ’(i,’l)(o) However, SVD can be approximated using a QR factor-
i vy ization followed by a Jacobi-type diagonalization procedure
and c((f,)y is a KL x 1 vector given by based on an SVD-update scheme inspired by [18]. Denote
‘ L R [Cy, o(n)]: as thelth row of C, ,(n). Similarly, [c$? (n)] is
o, = [elrp" el 1] the Ith element ofc{’, ().
‘ ‘ ‘ ‘ T The approximatedSVD (which is actually a URV decom-
il = [cgﬁ)(Ll), DLy +1), -+, cgﬁ’é)(Lg)} . position) at stepr is U(n)R(n)V"(n), whereR(n) is an

_ _ _ upper triangular andlmostdiagonal matrix. After appending
The matrixC,, , is nonsingular due t8S1, AS2, AS3, and 3 set of new data rows to this factorization, the problem is to
the fact thatlC # 0. Some remarks regarding this statemergptain the new decompositidi(n + 1)R(n + 1)VH (n 4 1).

are reported in Appendix C. This can be performed by means of the following steps.
« R(n + 1) < AR(n).
IV. ADAPTIVE IMPLEMENTATION « Vin+1) < Vin).
We can consider a recursive solution of the linear system® for I =1,2,---, KL do

(14) if we adopt the cumulant estimation pr()(g:)edure reported 1) incorporate the new cumulants estimates

in Appendix D. Define a&, ,(n), w;(n), andcg’y(n) as the e ;

estimation ofC, ,, W;, andcy’,, respectively, at time instant [£7d] = [[Cy,y(n + Dl[el, (n + D] V(n + 1),

n. Since the estimation of fourth-order cumulants by sample

statistics generally gives higher error variance than traditional

correlatipns, th_e_least squares solutiqn of the linear system (14) f{(n +1) a[R(n+1)

may be ill-conditioned as a result. This motivated the choice of { (07 0] } <=Qn+1) { i d] }

a particularly powerful tool for the solution of ill-conditioned

problems such as total least squares (TLS) [22]. 3) diagonalize byV-step iterative plane rotations:
The basic idea in TLS is based on the assumption that forv=1 .- N do

both the matrixC,, ,(n) and the vectorcfli)y(n) are subject

to errors (perturbations), sag, ,(n)° and cff,)y(n)‘. The

2) update the QR factors:

R(TL =+ 1) = P17 2@{{71’ lf{(n =+ 1)§1,n, 1P17 2

computational problem to solve becorfies V(in+1) =V(n)®, , P12
. 2
min |[[C,.(n) 2, (m)] = [Cyy(n) el ()] for =2, KL do
subject to C, ,(n)*W;(n) = c((j’)y(n)e. R(n+1) <P, n+1®HH,n7 R+ D)8, o i Po g1

) _ . A% H<V DP, Pk
One way of solving problem (15) is by singular value (n+1) =V + 1) ®r,n, iPr, w1

decomposition (SVD) [7].
e Compute the SVD end

end

KL+1 e end.
[Cy,y(n) @ (n )] USV? = Z wov!

5The conditions in Step 2 ensure that the algorithm computes the unique
minimum-norm solution and that such a solution exists. Observe also that

whereoy > 03 > -+ > ox 41,
« Determine the largest integersuch that Wi ()]l = /I Vaal =2 — 1
a) op > opy1;

and
b) [V]KL-i—l,l #0f0r12p+1, p+2, ceey KL+ 1.
KL+1
(i) ()
AW the notati =/ M y,]2 for the 2- f th I lCy, y(n) ca’y(M)] = [Cy,y(n) ca/y(n)lF = Z aj.
e use the notatiofjv|| >y |vi|? for the 2-norm of the complex L

M-vectorv = [vg, ---, va]T, and||M]||p = .
the Frobenius norm of thé/ x N complex matrixM whose generia, ;j Wheneverp = KL, the full TLS solution is obtained. Ip < KL, the
element ism;_;. so-called truncated TLS (T-TLS) solution is obtained.
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Initialization is V(0) < Ik, andR(0) < Ok, where A = 1. Moreover, including orthogonalization of thg-
Ixr isa KL x KL identity matrix andOx 7, isa KL x KL matrix produces an algorithm with high accuracy (similar to
matrix whose entries are all zero. At this point partitioninghe cyclic Jacobi algorithm for SVD [9]).
V(n+1)asV(n+1) = W;EZE; x;jEZiB] it is possible
to obtain the minimum-norm TLS solution fo&;(n + 1) V. RESULTS OF EXPERIMENTS
using (15). Observe that thE&-factor of the factorization is
not propagated. In Step 2), the QR factorization update [7]
is performed by means of a sweep of the new input da
The plane rotation®,, , ; and®,, ,, ; of Step 3) are unitary
transformations chosen as to annihilate thex + 1) element
of R(n 4+ 1) [18], [20], while leaving it upper trianguldrThe
matricesP, .41 are permutation matrices in the, ~ + 1)
plane

A TDMA system for cellular communications has been
ulated according to [21]. In addition, we present the results
of some lab experiments collected using the Watkins—Johnson
wideband dual-mode (AMPS and 1S-136) base-stabfofcs.
A block diagram of the receiver section of the base-station
is shown in Fig. 1. The tuner module performs a standard
single conversion scheme. The A/D is a high-speed bandpass
sampler, while the conversion at baseband is operated by
L. digital downconverters (wideband processing). Of particular
importance is the fact that we always compare the proposed
approach (HOS-TLS) with a more traditional QR-RLS (recur-
| g sive least squares based on QR decomposition [9]) approach,
e%(plicitly a second-order statistics method.

i en}
O =

Pn, K+l —

Stewart in [20] was the first one to observe that two-sid
orthogonal transformations of this type iteratively applied t&, Remarks on the Implementation

;m:ﬁmx W”ll relzducetthe}_?l.l-factor to altmotit dlz_;\gonlal, anld The simulations in the following section are performed
€ diagonal elements will approximate ine singuiar va u%%ing a wordlength size of 16 bits, using fixed-point arithmetic.

[18]. The number of iterations one has to perform to OICbigital signal processing processors are commercially avail-

tamllth(:' desm:]d degree ?f t.aCCl:rafoY.'S |nd.|ca§ced./\ésel'rf1 able with these characteristics. The computational complexity
applications where computational €tliclency IS Of CONCeWN, y, 1ormg of multiplications, square roots, and reciprocals per

must be as low as one. In extremely fast-fading environments, -tion was calculated and compared to the complexity of

where tracking capability of the algorithm is top priority,the adaptive QR-RLS. The approximate number of instruc-
the value of V' should be in the range of three to five. | ions per second using filter lengths equal ko= 7 and
any case, the higher the value &f, the closer the SVD is ;- 01, ding open-loop synchronization, frequency offset

approximated at every step. It is important to observe th mpensation, and convolutional decoding of the bitstream,

several successful refinements of this elegant algorithm were C . :
h . expressed in million of instructions per second (MIPS) per
proposed by the authors of [18]. To detail these refineme P P ( )P

Whe-slot (full-rate channel
is out of the scope of this work. One of the problemsI e-slot (full-rate channel)
QR-RLS= 32 MIPS

revealed in [18] is the fact that the mat®(n) as computed
by accumulation of Jacobi rotation matrices gradually loses HOS-TLS(NV = 1) = 48 MIPS.

orthogonality. Our application of the method, however, nevgquare-roots are performed using series approximation, divi-
justified (in terms of performance improvement) the increasegbns use the analog devices engine. It is evident that the
computational complexity subsequent to the orthogonalizatieiDs algorithm proposed here has considerably higher compu-
procedure proposed in [18]. One of the reasons is the burgdfional complexity than the traditional QR-RLS scheme, but
nature of the TDMA system: the receiver never processgss important to emphasize that the significant improvement
more than 500-1000 samples (depending on the samplingoerformance may justify the choice.

rate), and it appears that the deviation from orthogonalit ) _

becomes consistent for larger sample sizes. However, fheCOmputer Simulations Results )
algorithm is very effective in tracking slow variations of the In the simulations we assumed a sensor spacing egfzal

data matrices, and more important, is much more stable thEme antenna has five elements and there are three transmitting
a full-RLS solution. The value of the scheme is in the faghobiles. One of the transmitters is at array broadside and is the
that the complexity per time step is aA((KL + 1)?) if signal of interest. We assume a two-ray model, and each path
impulse response is modeled as a two-path Rayleigh fading

6 . .
stru-lc—:?uereplane rotation®,. ,, ; and®,, ,, ; of Step 3) have the following channeI(Pl(l) _ P2(1) — 2) [21]. The arrival angles of the

T, . two pgths are spread aroufidl = 0° v_vit_h a cluster width of
o, = C08 B, 1 Tron 1 S0 B ] _2° (this mod(_al refer_s to the geometric interpretation also used

S =T s b 05 B, n, 1 in [1]). The interfering signals are generated with the same
- Tir—x parameters but with DOA’s clustered arouéi¥l = 30° and
Lot cos - ] 6% = —70°. In Fig. 2, the equivalent baseband discrete-time
5 Wk, n,l Sk, n, 1S Wi n ]

Lot = —st SN g cOS Vpng model is shown relative to théh mobile transmitter. Delay

L o Ircr—n spread propagation parameters are summarized in Table | as
whereL, is an x n identity Matrix andr. . 1, .. n.1, 6. n. 1, 0w n. are  NEY reélate to the test-cases reported in the figures. Observe

obtained fromR(n + 1) (see [7], [9], [18], and [20] for more details). that the symbol period is 41.2s, and that in the described
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Fig. 1. Block diagram of the receiver.
model 71 = (") = 7@ = 7B = 78 = 7{¥ — 0 us. sequence while inraining modeand past decisions while in
The Doﬁpler fréquency usuall7y describes the second-ordiecision directednode. The slots are 162 symbols long, and
statistics of channel variations. Doppler frequency is relatdd symbols at the beginning of each slot are known at the
through wavelengthi to the ith mobile transmitter velocity receiver? The SNR for each discrete-time channel impulse
V; expressed in km/h. The model used in this case is bagegponse is defined as in [2]. In Fig. 3, the traces of the filtering
on the wide sense stationary uncorrelated scattering (WSS$&)ge relative to the first user are shown using particular test
assumption [3]. The complex weights are generated as filtergdts for SNR;; = 21 dB. Observe that the filter after the first
Gaussian processes fully specified by the scattering functidd. symbols is running in decision-directed mode. The QR-RLS
In particular, each process has a frequency response eggbrithm on the left is compared with the proposed approach.
to the square-root of the Doppler power density spectfunThe plots represent the traces of the four largest magnitudes
Table Il summarizes the Doppler frequency situation as relataghong the taps of the three five-input one-input filters of length
to the test cases results shown in the figures. The MSEIis= 7. Fig. 4 shows an experiment where the synchronization
defined as the average of the squared error obtained osequences are assumed to be infinitely long (that is, the
M = 100 Monte Carlo runs and is given by MSE= receiver has perfect knowledge of the transmitted information).
(13, &) (n)|2. The error obtained at theth run is  The plots show the trajectory of the magnitude of the weights
e(”)(n) _ zf”)(n)—ai(n—ni)whereni is the delay introduced 25 compared to the optimum Wlen'er filter (cqnstramed to
: have finite length) computed assuming perfect instantaneous

7

by the filters and:{"’ (n) is the output of the combined filters - :

obtained at the.th run relative to theth transmitter. Observe 223\8/';9 %zsoz{cft?\aér h;izge}g?sg;r?gtg@;iégo— d0é97:,i0.9,5

that the proposed algorithm uses the known synchronizatioH 59, TSP Y, P M -9
shows the MSE averaged over 100 independent computer

7The Doppler spectrum is approximated by rational filtered processes. T#NS versus time-step in symbols when usihg= 7 for

filters are described by their 3-dB bandwidth which is called the normalized

Doppler frequency. The additional assumption is that all channels and comple®This corresponds to a frame format similar to the data traffic channel

weights have the same Doppler spectrum. (DTC) of [21].
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Fig. 2. Discrete-time model of the filtering sectioi (sensors) relative to théh transmitter. Observe that an adjacent interference-rejection filter is
concatenated with the (square-root) raised-cosine filter which by itself does not meet the 1S-136 specification in terms of out-of-band rejection.

CHANNEL PROPAGATION ENVIRONMENTS FOR P;:FBOE?/IAINCE EvaLUATION ResuLTs DOA's AND DELAY
SPREADS OF THEMOBILES. IN ALL THE CASES 7} | = 751} = TfZ} = 72(‘)1 = TL(JI = ré“} =0
[xk]v]6o@=0y] - ) 2 <) | -8 )

Fig. 3 5 3 30°, —70° 41.2 psec | 41.2 psec 10.3 usec 10.3 usec 5.15 usec 5.15 usec
Fig. 4 3 2 30° 10.3 psec 10.3 psec 0.0 usec 0.0 psec —_——— _—— =
Fig. 5 5 3 30°, -70° 41.2 psec | 41.2 psec 10.3 psec 10.3 psec 10.3 usec 10.3 psec
Fig. 6 5 3 30°, —70° 30.9 usec | 30.9 psec 10.3 usec 10.3 usec 20.6 usec 20.6 usec
Fig. 8 2 1 - — .- = 41.2psec ([ - —. == | - —(==- | ==/ =~ | = - == | == . ==

SNR,;; = 21 dB. Bit error rate analysis results are shown ii€. Hardware Implementation Results

Fig. 6 (at different speeds) with delays as specified in Table I.

The length of the filters i< = 7, L; = —2, and L, = 4. A simpler and indeed more realistic scenafii = 2,

The forgetting factor is\ = 0.97. The results are comparedl/ = 1) was studied using data collected from the DSP re-
with the QR-RLS. The SNR is the same on each discrete-timeiver section oBasecs, the dual-mode wideband base station
channel; that is, all co-channel interferers are received witinplemented at Watkins—Johnson. The hardware test setup is
the same average power. A sample size dftfOvas used to depicted in Fig. 7. A hardware multipath fading simulator is
estimate an error probability of 16. connected to the two antenna ports of the base station. The
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Fig. 3. Trajectories of the magnitude of the filter weights corresponding to the first mobile for different speeds. The length of theLfiker7isFor
propagation parameters, see Tables | and II.

TABLE 1

CHANNEL PROPAGATION ENVIRONMENTS FOR PERFORMANCE

EVALUATION RESULTS VELOCITY OF THE MOBILES

L v [ w | w
Fig. 3 || 8/50/100 Km/hr | 50 Km/hr | 50 Km/hr
Fig. 4 100 Km/hr 100 Km/hr | — —.——
Fig. 5 50/100 K'm/hr 100 Km/hr | 50 Km/hr
Fig. 6 100 Km/hr 100 Km/hr | 50 Km/hr
Fig. 8 || 8/50/100 Km/hr _—— = -— ==

modem receives a sampling rate of 80 KHz. The wordlength
used is 16 and the algorithm has been implemented using
fixed-point arithmeti®. A polyphase raised-cosine filter con-

catenated with an adjacent interference rejection filter trans-
forms the rate tal/7" = 97.2 kHz, which is the rate at which

the open-loop synchronizer works. Then the two-channel filter
works at2/T-rate. The results of extensive BER measurements
are summarized in Fig. 8. The QR-RLS algorithm opposes
unsatisfactory performance in many situations. It is important
to mention, however, that substantial improvement can be

IS-136 signal generator simulates transmission of DTC frameé’A detailed analysis of the dynamic range required not to degrade the

erformance of the algorithm as opposed to the floating point representation

F:O.m.ing from three diffe_rent mOb“es' Additive Gaussian noi s carried out although the description of such analysis is beyond the scope
is injected on both the diversity channels. Observe that the D&Rhis paper.
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Fig. 4. An experiment that shows the tracking capability of the algorithm. The dashed trace is the optimum Wiener filter computed assuming perfect
knowledge of the discrete-time of the channel impulse response. The length of the filtet i3. For propagation parameters, see Tables | and II.

achieved using QR-based decision-feedback schemes, and §iiter. Definee; (n) = a;(n) — 3, w;fl(n) xy;(n) and observe
ilar extensions of the cumulant-based algorithm are possiblthat it is possible to express(n) as

VI. CONCLUSIONS €i(n) = [az‘(”) - wi 5’(”)} + (Wi = W) y(n)
We have studied a new solution to the array processing =cf(n) + (Wl — ) y(n) (16)
problem in a cellular TDMA base station employing antenrwherey(n) =FT ), 55 (), - FE@T, §1(n) = [m(n—

arrays. The method is robust and able to track fast channel variy ... ", (n, — L,)]7. Substituting (16) into the expression
ations caused by moving transmitters. Although the algorithfgy ;) (w,) and using (11) and (12), it is possible to write
exploits higher order statistics which usually are employef}(i)(w)

in blind algorithms with relatively low convergence speed, B
the knowledge of the training/synchronization sequences al-
lowed a formulation of the problem as a known-input iden-
tification/deconvolution problem and gave the possibility of '

designing a method with fast convergence. The MSE of  +>_ > > > [wle(ml) — w, ll(ml)}

Sy cum[ej(n), & (), yi (n — k), yi (n — /f)}

traditional second-order statistics algorithms has been shown b e 1 me
to be propo_rt|0nal to a cost fgnctlor_w involving _cumulants_of « |:w;,|—12 (ma) — wi1, (mQ)}
the restoration error. From this basic observation we derived ’

. . ) . i 2
a set of linear equations relating the separating filters to

input—output fourth-order cumulants. The well-known high X ’CZ Zglz:ll (n —ma)gr, 1, (n — m2)

variance exhibited by short data record estimates of cumulants aom

is mitigated by the use in the adaptive implementation of a

recursive total least squares approach. Results for the 1S-136

(the U.S. standard for digital cellular communications) have

been shown as they compare with more traditional algorithms n ’CZ Z (W — wi)gi(n)|
l n

2 Bl ()P Hsnrmns

K
2
x

2

based on second-order statistics.

2

2
Oz

(B{lef (m)*Hsnr=so

APPENDIX A K
PROOF OF THEOREM 2 =

Supposew;fl(n) are the filter weights organized int®;" 2

satisfying (11) and (12) and minimizing ) (w;"), while +03,ZZ|(‘7V+—V~V7‘,)gl(TL)|2
l n

17)
w; 1(n) organized intow, are the weights of another arbitrary
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Fig. 5. Stability experiments (a) for the two algorithms: QR-RLS and HOS-TLS at 100 km/h. The slot is 750 symbols (for testing purposes only). (b)
Averaged mean squared error (100 Monte Carlo runs). For propagation parameters, see Tables | and II.

where = Cum[yi(n + k)v y;(l (7’L +k - m)7 yl(n)v y;( (71)]
T T T T * 2
gi(n) = 8] 1(0). g72(n). -+, 87 ()] = Y Y g (n TR, g (0 4k = m)lg, ()
l n
gi1(n) =[gi,1(n — L), -+, gi(n — La)]". 1
Of course, (17) is minimized whew;” = w;. Q.E.D.

is different from zero only for

APPENDIX B max{—r+1, —r+14+m} <k <min{r —1,r —1+4+m}
ON THE CHoice oF D™, BY™, D{™ | B{™

(m) (m)
Assumeg; ((n) are FIR of lengthr = r, — 7 + 1 and SO thatB;™" and By~ can be chosen as

observe that (m)
B <max{-r+1, —r+1+m}

(m) o .
cumfy;(n), y. (n —m), w(n — k), yi(n — k)] By 2 min{r — 1,7 — 1+ m}.
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Fig. 6. Bit error rate of the first mobile transmitter in a three-mobile environment. For propagation parameters, see Tables | and Il. Also, results for
the no-fading case are shown.

IS-136
Frame Type ———»|  Signal
Generator
Y
freq. offset ———————Common Multipath |« delay spread chan 1, chan 2
Local » Fading .
phase offset ———»| Oscillator Emulator |4 3 velocity chan 1, chan2
BER
measurement
awgn awgn A
Spectrum €
Analyzer |«
Y Y
Antenna Antenna
Port 1 Port 2
» BASE-STATION —
Fig. 7. Hardware test setup for lab experiments.
Remember now thab;(n) (see AS3) is of length M = is different from zero only forM; < n+k < My, 1 <
M, — M; + 1 and observe that n+k—m < 7y, andr; < n < re. This means also that
Mi—n<kLM—-nnrn-n+mIkLro—n+m,
* *
Cum[ai(n)v Yi, (7’L - m)7 yl(n - k)v Y (7’L - k)] T S n S T2,

= cum|a; k), yr k—m), T
[+ 1), iy (ot o = m), (), i (n)] max{M; —n, r1 —n+m} < k < min{My—n, My—n+m},

* L <n<r i
=0 3 S biln k), g 0+ —m)lguy, ()F NS S T thatls,
L n max{Mi—ra, r1—re+m} < k < min{Ms—ry, ro—ri+m}.
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Fig. 8. Bit error rate for the hardware experiments. For propagation parameters, see Tables | and Il. Observe that fixed-point effects (16 dniitsjadirggdet

the performance with respect to the results shown in Fig. 6.

Hence D{™ and D{™ can be chosen as
ng) < max{M; —ry, —-M +1+m}
ng) > min{Ms —r1, r — 1 +m}.

APPENDIX C
ON THE RANK OF THE MATRIX C,,

Define theK (M + J + L — 2) x KL matrix

G Go Gr 1
=~ Gl, 2 GQ, 2 GK72
GLuv Gou Gk, v
gix(m—n), Mi+J1<m-—n
[Gi,k]rn, n — < M2 + JQ
0, elsewhere
Mi+Ji4+ Ly £m < My + Jy+ Lo,
Li<n<L,
the K(J + L — 1) x KL matrix
Hi; Ha; Hyg, 1
'3 H17 2 H2:2 HIS, 2
H= . ] _
Hyv Hyu Hg v
h; 1, —n), J1 < —n<.J
[Hi,k]m:n = ’k(m 7‘L) 1SMm—=—nx.J2
0, elsewhere

J+LiEmSJo+ Ly, Ly £n< Lo

and theK(M + J + L — 2) x K(J + L — 1) matrix

B, 0 --- 0
. 0O B, --- 0
B=|. . .
0 0 --- By

B _{bi(m—n), M <m—n<Ms
st o, elsewhere
Mi+Ji+ Ly Em < My+ Jy+ Lo,
Ji+Li Sn<Jy+ L.

Now observe that

el Z‘2)(7712 —my)

Y,y
K (a9}
= Z Z Cum[yil (7’L - m1)7 y;; (7’L - m2)7
=1 k=—00
yi(n — k), yi (n — k)]

K =)
=70 Y > o)
=1 k=—00
U
X Z Zgil,ll(” —m1)g;, 1, (n — mz)
ll—l n
U
=K Z[Gg, llGil,ll]mz,ml' (18)
1,=1
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The last equality states that Evidently we can obtain the cumulants estimation at point
Y as
c,,=kKGHG. @9 "
(m)

The three following facts: KD

e three following facts gtz () () _Z Z ( (m, k)™

e His full rank [10], [12], [13], [15] due t0AS2 vl,vz,l AN

« B is full rank due toAS3; =le=D{™

- G = BH; —mY (m)(n) 5y Y ( )(n)

~ ~ 1,2
imply that G is a full (column) rank matrix and tha&H G 0y (1Y) g 1y
has rank equal td{ L. Sincek # 0, the full rank property of =i (k) miz,l(m — k) )
GHG extends toC, , due toAS1 and (19). K B
ORI S S C RN
APPENDIX D =li=p"
CUMULANTS ESTIMATION —md ¥ (m) MY (0)

Adaptive estimation of cumulants can be implemented by _m (k)(n) -y, y(m _ k)(n))
means of the method also used in [8]. We define
m?{i‘z,ig,m (m, k) and an obvious organization of these quantities into the ma-

= E{a;, (n), v, (n —m), yi,(n — k), yi,(n — k)} trices of the system (14) gives the estimatgg ,(n) and

my’y L ( ) Ca,y(”)-

1,%2,?3,%4

= E{ a(n), v, (n —m), wi,(n — k), yi,(n — k)} ACKNOWLEDGMENT

m:l (k) = E{a;(n), yy(n+k)} The author wishes to express his gratitude to Watkins—
mi Y(k) = E{yi(n), v} (n + &)} Johnson management for interest and support throughout the

course of the investigation described in this paper and to
and the estimates of the respective moments based on sanfaylor, Staff Scientist, for extensive and enlightening dis-
ple statistics asny” ¥ (m, k), m¥ (m, k)™, cussions on digital radio architectures.
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